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Introduction
In this assignment, we intend to test whether autocorrelation is present in the regression
residuals of a parametric time series regression model. The observations and regressors are
given, so do not need to be simulated.

To set up a test, a rejection region needs to be classified under the null hypothesis. There
are many options for the value of the null, but the choice affects the distribution of the test
statistic, which depends on an underlying distribution. Yet, the value that we choose for our
null does not matter for the distribution, as the test statistic is a pivot under the null.

Whenever a model has no autocorrelation, the correlation parameter 𝜌 will have a value of 0.
So we proceed by testing 𝐻0 ∶ 𝜌 = 0 versus 𝐻1 ∶ 𝜌 ≠ 0 using the Durbin-Watson test. which
is 𝑑 = 2(1 − 𝜌). Then, under the null hypothesis that we use, d is equal to the value 2.

The statistic for d is:
̂
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Σ
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Exercise 1
The test statistic, ̂

𝑑 above, is a pivot under the null. As the cdf 𝐺𝑛(⋅, 𝐹) = 𝐺𝑛(⋅)∀𝐹 ∈ 𝑀

(F=underlying population, M=parametric model in this case). So a distribution 𝐺𝑛 does not
depend on the underlying population F. Such that F does not need to be known as the statistic’s
distribution does not depend on it. So, we can derive 𝐺𝑛(⋅), and then derive 𝑃(𝑇𝑛 ∈ 𝑅𝑇 |𝐻0) =

𝑃(𝑇𝑛 ∈ 𝑅𝑇 |𝐺𝑛). As 𝜀𝑡 ∼ 𝑁𝐼𝐷(0, 𝜎
2
) holds under the null, it follows that ̂

𝑑 ∼ 𝑁 (0, 1) independent
of (𝑛−𝑘)

̂
𝜎
2

𝜎
2

∼ 𝜒
2

𝑛−𝑘
. So ̂

𝑑 ∼ 𝑡𝑛−𝑘. So as 𝜀𝑡 ∼ 𝑁𝐼𝐷(0, 𝜎
2
), the residuals will be simulated from the

t-distribution, and not N(0,1) (as not IID).

In derivation, using 𝜀 = 𝑀𝑥𝜀 & 𝜀 = 𝜎𝑢 & 𝑟𝑡 = t’th row of 𝑀𝑥
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As you can see, this last results does not depend on the parameters from (𝑛−𝑘)
̂
𝜎
2

𝜎
2

∼ 𝜒
2

𝑛−𝑘
, and

hence, the text above applies to our assignment.
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Exercise 2
Use Monte Carlo to get the rejection region 𝑅𝑑 and p-value for 𝛼 = 0.1 (10% significance) by
use of the Durbin-Watson test statistic, given X and y.

𝑅𝑑 = (0, 𝑐1) ∪ (𝑐2, 4) with 𝑐1 = 𝑡
∗

1−(𝛼/2)(𝐵+1)
and 𝑐2 = 𝑡

∗

1+(𝛼/2)(𝐵+1)

𝑝𝑀𝐶 = 2𝑚𝑖𝑛{

𝑟𝑙 + 1

𝐵 + 1

,

𝑟𝑢 + 1

𝐵 + 1

}

, where 𝑟𝑢 is the number of simulated test statistics that are bigger than or equal and 𝑟𝑙 the
number of simulated test statistics that are smaller than or equal to the actual test statistic.

𝑅𝑑 = (0, 1.577) ∪ (2.545, 4)

This rejection region is quite good as the actual d-statistic (derived by using X and y) is 1.944,
which lies close to the mean of the simulated d-statistic, namely 2.024.

𝑝𝑀𝐶 = 2𝑚𝑖𝑛{

5797 + 1

𝐵 + 1

,

4203 + 1

𝐵 + 1

} = 2𝑚𝑖𝑛{0.580, 0.420}

Pseudocode:

1. load the given datasets X (regressors) and y (observables).

2. define the global and local (starting) values.

(a) We choose N (number of iterations and thus datapoints) as 10000. As the datasets,
𝑌0 and 𝑌1 are simulated this many times also. Also because, when B tends to inf,
the empirical cdf a.s. tends to come close to the theoretical cdf.

(b) We choose B (number of test statistics) as 9999. Such that the test becomes exact
when adding 1 and multiplying by 𝛼.

(c) We choose the k as 9. As X consists of 9 regressors.

(d) We set a random seed, such that the randomized residuals remain the same for each
simulation. (mean is zero as given in the assignment). We simulate from the 𝑡𝑛−𝑘

distribution.

(e) We set n (number of (rows) observations in X and y) to 100.

3. find ̂
𝑑 by use of Monte Carlo simulation:

(a) simulate 𝜀
∗

1
...𝜀

∗

𝑛
∼ 𝑡𝑛−𝑘

(b) calculate the DW statistic as ̂
𝑑 =

Σ
𝑛

𝑡=2
(𝜀𝑡−𝜀𝑡−1)

2

Σ
𝑛

𝑡=2
𝜀
2

𝑡−1

,with 𝜀
∗

𝑛
= 𝑀𝑥𝜀

(c) repeat a and b for B times and store the generated values for the DW statistic:
𝐷𝑊

∗

1
...𝐷𝑊

∗

𝐵
in an ordered array.

4. find the approximated rejection region 𝑅𝑑 = (0, 𝑐1) ∪ (𝑐2, 4) by taking the 𝑡
∗

1−(𝛼/2)(𝐵+1)
and

𝑡
∗

1+(𝛼/2)(𝐵+1)
’th DW test statistic for 𝑐1 and 𝑐2, respectively. (Make sure that the (𝛼/2)(𝐵+1)

part is an integer to get an exact test.

3



Exercise 3
Does 𝑌0 (𝜌 = 0 so 𝐻0) fit this in the rejection region? (for 10% significance)

Given an average of around 1.79 and the 𝑅𝑑 = (0, 1.577) ∪ (2.545, 4) it seems likely the value
will be inside the rejection region. In our study 12.14% of the test statistics we calculated from
data simulated under the null lie in the rejection region. This means our test is not totally
accurate, but can still be considered useful for inference. We expect better results with a larger
n.

Pseudocode:

1. load the given datasets X (regressors) and 𝑌0 (simulated observables under 𝐻0).

2. use the same global and local (starting) values.

3. find ̂
𝑑 by use of Monte Carlo simulation:

(a) simulate 𝜀
∗

1
...𝜀

∗

𝑛
∼ 𝑡𝑛−𝑘

(b) calculate 𝑏𝑒𝑡𝑎𝑠 = 𝐴 ⋅ 𝑋
′
⋅ 𝜀

∗

𝑖

(c) calculate all 𝜀∗
𝑛
= 𝑌0 − 𝑋 ⋅ 𝑏𝑒𝑡𝑎𝑠

(d) calculate the DW statistic as ̂
𝑑 =

Σ
𝑛

𝑡=2
(𝜀𝑡−𝜀𝑡−1)

2

Σ
𝑛

𝑡=2
𝜀
2

𝑡−1

,with 𝜀
∗

𝑛
as in c.

(e) repeat a until d for all 𝑌0 its N columns and store the generated values for the DW
statistic: 𝐷𝑊 ∗

1
...𝐷𝑊

∗

𝐵
in an ordered array.

4. compare all generated DW with the 𝑅𝑑 found in exercise 2.

5. give the percentage that falls out of this region (should be around 10%).
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Exercise 4
The Durbin-Watson test has the following (1 − 𝛼) Confidence Interval:

[1 −

̂
𝑑𝑢𝑝

2

, 1 −

̂
𝑑𝑙𝑜𝑤

2

]

[−0.273, 0.212]

5



Exercise 5
Does the set 𝑌1 (𝜌 = 0.2 so 𝐻1) fit this Rejection region? (for 10% significance)

Given an average of around 1.43 and the 𝑅𝑑 = (0, 1.577)∪(2.545, 4) it seems likely the value will
be outside the rejection region. Except for some outliers. In our study 78.22% of the calculated
test statistics do not lie in the rejection region. Comparing this to 90% we would like to get, it
is evident that our test is not very accurate. It must noted however, that 𝜌 = 0.2 is relatively
close to the null (𝜌 = 0). Therefore it is unreasonable to expect any test to be correct 90% of
the time.

Pseudocode:

1. load the given datasets X (regressors) and 𝑌1 (simulated observables under 𝐻1).

2. use the same global and local (starting) values.

3. find ̂
𝑑 by use of Monte Carlo simulation:

(a) simulate 𝜀
∗

1
...𝜀

∗

𝑛
∼ 𝑡𝑛−𝑘

(b) calculate 𝑏𝑒𝑡𝑎𝑠 = 𝐴 ⋅ 𝑋
′
⋅ 𝜀𝑖

(c) calculate all 𝜀𝑖 = 𝑌1 − 𝑋 ⋅ 𝑏𝑒𝑡𝑎𝑠

(d) calculate the DW statistic as ̂
𝑑 =

Σ
𝑛

𝑡=2
(𝜀𝑡−𝜀𝑡−1)

2

Σ
𝑛

𝑡=2
𝜀
2

𝑡−1

,with 𝜀
∗

𝑛
as in c.

(e) repeat a until d for all 𝑌1 its N columns and store the generated values for the DW
statistic: 𝐷𝑊 ∗

1
...𝐷𝑊

∗

𝐵
in an ordered array.

4. compare all generated DW with the 𝑅𝑑 found in exercise 2.

5. give the percentage that falls out of this region (should be around 90%).
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